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1. Background

• Model Reprogramming: Only requires training the inserted
input transformation and output mapping layers while
keeping the source pre-trained model intact

• Task-Specific Learning: Training a specific ML model
from the scratch by minimizing the task-specific loss

• Transfer Learning: A common practice for in-domain
knowledge transfer. One notable limitation is that in some
target domains there may lack adequate pre-trained
models from similar domains for effective finetuning

• Foundation Model: It features task-agnostic pre-training
(often on large-scale datasets) and efficient finetuning to
downstream tasks

Chen, P. Y. (2022). Model reprogramming: Resource-efficient cross-domain machine learning. arXiv preprint arXiv:2202.10629.



2. Motivation
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• Reprogramming makes LLMs instantly ready for time series tasks

We keep pretrained LLMs intact and only fine-
tune reprogrammer to achieve certain alignments

⚙ Reprogramming ≈ Adaptation + Alignment

Adaptation makes LLMs to understand how to
process the input time series data → Breaking
domain isolation and enabling knowledge sharing

Alignment further eliminates domain boundary to
facilitate knowledge acquiring



2. Motivation
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• Reprogramming makes LLMs more powerful for time series tasks

We keep pretrained LLMs intact and only fine-
tune reprogrammer to achieve certain alignments

⚙ Reprogramming ≈ Adaptation + Alignment

Adaptation makes LLMs to understand how to
process the input time series data → Breaking
domain isolation and enabling knowledge sharing

Alignment further eliminates domain boundary to
facilitate knowledge acquiring



Cross-modal Alignment:

3. Time-LLM
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TL;DR Domain knowledge & Task instructions + Reprogrammed input time series = Significantly better forecasts

Unlocking the LLM’s ability for time series

Cross-modal Adaptation:

• Patch Reprogramming: we reprogram 
TS patch embeddings into the source 
data representation space to align the 
modalities of time series and natural 
language to activate the backbone’s 
time series understanding and 
reasoning capabilities.



Cross-modal Alignment:

3. Time-LLM
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TL;DR Domain knowledge & Task instructions + Reprogrammed input time series = Significantly better forecasts

Unlocking the LLM’s ability for time series

Cross-modal Adaptation:

• Prompt-as-Prefix: natural language-
based prompts (e.g., domain
knowledge & task instructions) can
act as prefixes to enrich the input
context and guide the transformation
of reprogrammed TS patches



3. Time-LLM
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Illustration of (a) patch reprogramming and (b) Patch-as-Prefix versus Prompt-as-Prefix

• Patch reprogramming: Text prototypes learn connecting language cues, e.g., “short up” (red lines)
and “steady down” (blue lines), which are then combined to represent the local patch information
(e.g., “short up then down steadily” for characterizing Patch 5)



3. Time-LLM
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Illustration of (a) patch reprogramming and (b) Patch-as-Prefix versus Prompt-as-Prefix

• Prompt-as-Prefix is proposed to enrich the input context and guide the
transformation of reprogrammed time series patches

• Prompt-as-Prefix is more desired in time series forecasting compared to Patch-as-Prefix



4. Brief Results
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4. Brief Results
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5. Summary
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• Time-LLM shows promise in adapting frozen LLMs for time series forecasting by
reprogramming time series data into natural language representation space more natural for
LLMs and providing natural language guidance via Prompt-as-Prefix to augment reasoning

• Our evaluations demonstrate the adapted LLMs can significantly outperform many
specialized expert models, indicating their potential as effective time series machines

• We provide a novel insight that time series forecasting can be cast as yet another “language”
task that can be tackled by an off-the-shelf LLM to simply achieve or match SOTA performance

• We are the first to achieve “multimodal augmented time series forecasting” – We can even
do more with the Prompt-as-Prefix!

Jin, M., Wang, S., Ma, L., Chu, Z., Zhang, J.Y., Shi, X., Chen, P.Y., Liang, Y., Li, Y.F., Pan, S. and Wen, Q., 
Time-LLM: Time series forecasting by reprogramming large language models. arXiv preprint arXiv:2310.01728, 2023
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