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Anomaly
Date

Anomaly
Description

Root Cause

2023-10-15 01:17:44

During the examination, it was noticed that from 09:17:49 to 09:23:49, on 15th October 2023, the
standard load of the node ‘ins’ was excessively higher, about 159%, which exceeds its total capacity.
Though the issue was resolved and the alert status suggested ‘warn’, it signifies a potential problem. It is
recommended that this issue be addressed in a careful and precise manner to prevent future
occurrences.

Refined Root Cause Analysis

Root causes identified by CpuExpert

1. Blocked Processes (node_procs_blocked)

Blockages in processes are indicative of a contention for CPU resources. These halted operations are
threads awaiting a turn for CPU execution. While a mix of waiting, running, and blocked processes is
normal, a significant rise suggests an issue.

In this scenario, the metrics show many processes vying for the CPU simultaneously
(node_procs_blocked). As the scheduling policy of the Operating System determines the sequence
and duration of processes, an imbalance can cause delays and inefficiencies.

2. High Entropy (node_entropy_available_bits)

Entropy measures the level of system randomness, essential in cryptography, random number generation,
and secure communications. A high entropy level, like observed in node_entropy_available_bits,
suggests substantial random activity. The randomness could mean several things - inefficient random I/O
operations, high context switching, or frequent cache misses. These conditions can cause extended wait
times for processes, lead to idle CPUs, and ultimately high CPU usage.

3. Heavy Workload Query on ‘table1’

A query running frequently with a heavy workload can significantly increase CPU usage. A heavy
workload query typically involves complex calculations, consumes considerable memory, and may
require numerous /O (Input/Output) operations.

In this case, a heavy workload query running frequently on ‘table1’ appears to be straining the CPU. Such
tasks could slow down other operations due to increased process waiting and contribute to a spike in
entropy, leading to high CPU usage.

In conclusion, a mix of heavy processes, high entropy, and a heavy workload on ‘table1’ are driving the
high CPU usage in our system.
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1.After receiving an exception notification, the DBA analyzes the exception and assigns tasks to different colleagues. The colleagues who receive the task perform the analysis independently first.
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17:30:45
During the examination, it was noticed that from 09:17:49 to 09:23:49, on 15th Ogtéber
2023, the standard load of the node ‘ins’ was excessively higher, about 159%, which ex
ceeds its total capacity. Though the issue was resolved and the alert statts suggested
‘warn’, it signifies a potential problem. It is recommended th@t this issue be addressed i

n a careful and precise manner to prevent future ocelifrences.

17:30:49
Based on the task description, I'decide to select the following expefts to'diagnose the p

roblem:
CpuExpert
WorkloadExpert

3 ) CpuExpert
17:36:28

Thought: Now that | have obtained the start and end time of the anomaly, | need to check.whetherth

e CPU usage is abnormal during that time period.

¥ using Tools:

Command Names WHELher_is_abnormal_metric

Argtiments: “{"start_time": *2023-10-15 09:17:49", "end_time": "2023-10-15 09:23:4
9%, "metric_name": "cpu_usage"}"

Command Status: Success

17:36:28

The metric cpu_usage is abnormal

Cpu_usage

17:36:28

Thought: Given that the CPU usage is abnormal, | must diagnose the cause of the anomaly using the

metrics, queries and knowledge gained from match_diagnose_knowledge.

¥ using Tools:

/%" WorkloadExpert

1. node_procs_blocked contains abnormal patterns: the max value is 1.0, the min value is 0.0, the m
ean value is 0.58, the deviation value is 0.49, and the evenly_sampled_values are [0.0, 0.0, 0.0, 0.0,

1.0,1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0].

node_procs_blocked

2. node_entropy_available_bits contains abnormal patterns: the max value is 3754.0, the min value is
3504.0, the mean value is 3704.29, the deviation value is 91.56, and the evenly_sampled_values are
[3504.0, 3507.0, 3606.0, 3750.0, 3754.0, 3754.0, 3754.0, 3754.0, 3754.0, 3754.0, 3754.0, 3754.0].

node_entropy available_bits

The workload queries are:
{“insert into 'table1' select generate_series(1,66),(SELECT substr(md5(random()::text), 1, 48)), now();":

98}

17:36:28
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(O Round Table Discussion

2.After the colleagues receiving the task independently analyze the anomaly, they join the group for a roundtable discussion.

@ CpuExpert 17:38:00

Sure, I'll review the above diagnosis and provide some revisions:

. Anomaly alert:
The alert notification suggested an unusually high CPU usage with the standard workload going above 100%.
. Inspection of metrics:
Upon observing the metrics during this anomaly period, the ‘cpu_usage’ metric was confirmed to be abnormal. This signifies a potential issue with resource management.
. Process and entropy analysis:
Closer examination uncovered abnormal patterns in ‘node_procs_blocked’ and ‘node_entropy_available_bits’ metrics. A high ‘node_procs_blocked’ implies that there might be certain processes which are experiencing delays due to high CPU usage. The ‘node_entropy_available_bits’ metric
being high suggests that there is a lot of unpredictability and randomness in the activity during this time which could be adding to the CPU usage.
. Workload review:
We also discovered a heavy workload query running with an unusually high frequency on ‘table1’ especially in the time of anomaly. This could be a significant reason behind the high CPU usage.
. Diagnosis:
Therefore, the root cause of the high CPU usage can likely be traced back to process stalling and the frequently run heavy query on ‘table1’, compounded by a high level of random activity.
. Recommendations:

As the root cause seems to stem from inefficient querying, the best course of action is to optimize the high frequency query. It could be done by:

Checking the query to reduce any unnecessary load.

Implementing efficient indexing on ‘table1’

Better structuring the query to reduce CPU strain.

Evaluating and minimizing the frequency at which the query is run, if possible.

These steps could alleviate the high CPU usage and return the system performance to normal.

Please consider these recommendations and adjust your operations accordingly for an optimized system.

WorkloadExpert 17:38:57

Absolutely, here is the revised analysis:

1. Anomaly Alert

* The alert initiated due to an unusually high CPU utilization which effectively caused the standard workload to exceed 100%. It is essential to ascertain the reasons behind this abnormal usage of CPU resources.

2. Metrics Analysis
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Analysis Report of Exceeding Maximum Standard Load on a Database Node

Anomaly Date

Anomaly
Description

Root Cause

2023-10-15 01:17:44

During the examination, it was noticed that from 09:17:49 to 09:23:49, on 15th October 2023, the standard load of the node ‘ins’ was excessively higher, about 159%, which exceeds its total capacity. Though the issue was resolved and the alert status
suggested ‘warn’, it signifies a potential problem. It is recommended that this issue be addressed in a careful and precise manner to prevent future occurrences.

Refined Root Cause Analysis
Root causes identified by CpuExpert

1. Blocked Processes (node_procs_blocked)

Blockages in processes are indicative of a contention for CPU resources. These halted operations are threads awaiting a turn for CPU execution. While a mix of waiting, running, and blocked processes is normal, a significant rise suggests an issue.

In this scenario, the metrics show many processes vying for the CPU simultaneously (node_procs_blocked). As the scheduling policy of the Operating System determines the sequence and duration of processes, an imbalance can cause delays and
inefficiencies.

2. High Entropy (node_entropy_available_bits)

Entropy measures the level of system randomness, essential in cryptography, random number generation, and secure communications. A high entropy level, like observed in node_entropy_available_bits, suggests substantial random activity. The
randomness could mean several things - inefficient random 1/O operations, high context switching, or frequent cache misses. These conditions can cause extended wait times for processes, lead to idle CPUs, and ultimately high CPU usage.

3. Heavy Workload Query on ‘table1’

A query running frequently with a heavy workload can significantly increase CPU usage. A heavy workload query typically involves complex calculations, consumes considerable memory, and may require numerous 1/O (Input/Output) operations.

In this case, a heavy workload query running frequently on ‘table1’ appears to be straining the CPU. Such tasks could slow down other operations due to increased process waiting and contribute to a spike in entropy, leading to high CPU usage.

In conclusion, a mix of heavy processes, high entropy, and a heavy workload on ‘table1’ are driving the high CPU usage in our system.

Root causes identified by WorkloadExpert

1. High Frequency Workload Query
Investigation identifies a workload query running frequently in your database. This high frequency can cause performance bottlenecks by demanding high CPU usage, depleting resources, and causing anomalies.

2. High CPU Usage
The high execution rate of the workload query results in increased CPU usage, which disrupts normal system functioning. This high CPU usage relates to the system anomalies observed.

3. Increased ‘node_procs_blocked’ Metric
The ‘node_procs_blocked’ metric spikes during high CPU usage. This could mean that many processes are getting blocked due to the system overload.

4. Decreased ‘node_entropy_available_bits' Metric
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