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Cloud and Its Incidents (!) are on the Rise

{-"} REUTE RS® World v  Business v Marke |
THENEWSTACK

Google Cloud Services Hit by Outage in
Amazon cloud | Paris
Major Outage ACross ChatGPT and 2d as "a multicluster failure and has led to an emergency shutdown

API pesheraer
+ Alibaba Outage Caused by

Cooling Unit

Resolved Between 5:42AM - 7:16AM PT we saw errors impacting all
services. We identified the problem and implemented a fix. We
are now seeing normal responses from our services. Cloud giant Alibaba’s outage on Sunday was caused by
a malfunctioning refrigeration unit, say company
Monitoring A fix has been implemented and we are gradually seeing the officials.

services recover. We are currently monitoring the situation.

Lisa D Sparks | Dec 20, 2022 5



"""
Incident Root Cause Analysis (RCA)

* Triage the incident to the corresponding service team.
* Solve the incidents fundamentally and improve the service reliability.

* Prevent the similar incidents happen again in the future.
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Challenges for Incident Root Cause Analysis
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To win this war in fog, we have ...

07-29 19:17:57,939 - INFO [/10.10.10.01:2222] - Received connection request /11.11.11.01:5555
07-29 19:17:57,956 - WARN [Worker:
LogS 07-29 19:18:01,926 - WARN [Worker:
07-29 19:18:07,944 - WARN [Worker:
07-29 19:18:07,958 - WARN [Worker:

188979561024] - Interrupting SendWorker
188979561024] - Interrupting while waiting for msg on queue
188979561024] - Interrupting SendWorker
188979561024] - Interrupting SendWorker
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Traces
Request traces Exception traces
Memory Usage B w. ...
CPU Load | el e
Metrics Disk Write 0, 1 | |
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The debug information for on-call engineers (OCE) may
be either diffcult to collect or overwhelming.
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Goals of RCASSISTANT

When an incident happens, RCASSISTANT is able to:

e automatically collect incident-related information from multiple data
sources, e.g., logs, metrics and traces

* automatically interpret and analyze the collected incident-related
information and predict the root cause




RCASSISTANT - Architechture
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Diagnostic Information Collection Stage

Collecting diagnostic info -> Decision tree

RCAssISTANT will execute the predefined incident
handler when an incident comes. Each incident
handler is composed of multiple actions.

RCASSISTANT supports three types of actions:
* Scope switching action
* Query action
* Mitigation action
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Collection Stage — Incident Handler and Actions

* Scope switching action
* Query action
* Mitigation action

9=) Query action can query data from different
@ sources and output the result as a key-value
pair table.

v
il

\ Mitigation action suggests steps to fix,
/\ alleviate or triage an incident, such as
“restart”, or “engage other team”.
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Collection Stage — Incident Handler and Actions

Determine
issue type

Others s Busy Delivery/Recipient
Hub P
[ Getmpge”or J Switch scope to [ Known issue? J
ms .

*recipient mailbox single server
location information True
is not available* *Peliver.Exception:MailboxOff

lineException\*

* Get- .
: Mitigation
Engage other Reportto a Analyze single ThreadStackGrou [ acfions J
teams specific team busy server ping.ps1
[ Check delivery J Collect
.y health diagnose logs
e Reusability v Triie 7

* Customizability [ Dellvery Is

restarted recently?
Restart service
False




Root Cause Prediction Stage

. . Prediction Stage
e Automatic few-shots chain-of- /mC. - T Cau)
| |
thoughts prom pt construction Summarization Search prediction
Embedding I_'_,'”_C'd_eltl___J_
. . Diagnostic information —»[ ][RI L [f;c_id?fiz_ —.
* Root cause categroy prediction I i e ]
and explanation 2 & um
_________ . mbeddin
i Summarized | Root caust category
wﬁxg.rﬁsjcic_irjfi | and explanation b
4
ID Title: XXX Root Cause Category: HubPortExhaustion
ACTIVE  Collected incident |:> Root cause details: The UDP hub ports on the

severity 2 diagnostic information machine [machine-XXX] had been run out ...




Prediction Stage — Chain-of-Thoughts

Manual Demos One by One

D =\
:_Q: There are 15 trees in the grove. Grove workers will plant |

In feW‘ShOtS COT prom pt' ng, d feW Etrees in the grove today. After they are done, there will be 21 |

' trees. How many trees did the grove workers plant today? i

H : ¥-Question |
d emon St ratlo ns t h at are com pose d Of d E A: There are 15 trees originally. Then there were 21 trees atfter E
question and a reasoning chain that {1 com— e
leads to an answer for each of them.

' Q: A pet store had 64 puppies. In one day they sold 28 of them |
'and put the rest into cages with 4 in each cage. How many :
' cages did they use?

VA
N L L L LT k===-Y

* Demonstrations: historical incidents I ,
* Reasoning: diagnostic information ([ um ] TestQuestion

The pet store had 64 puppies. They sold 28 of them. So they
had 64 - 28 = 36 puppies left. They put them into cages with 4
in each cage. So they used 36 / 4 = 9 cages. The answer is 9.

* Answer: root cause category label { v J




. Solution:

Automatic few-shots chain-of- * Similar incident retrieval
thoughts prompt construction * Incident summarization

The collected incident information cannot fit
into the prompt directly:

e Diagnostic information itself is lengthy
 Hundreds of root cause categories AT

* Token limit of large language models * HubPortExhaustion

DeliveryHang
gpt-3.5-turbo Currently points to gpt-3.5- 4,096 tokens UptoSep2021 ff ° CertForBogusTenants

turbo-0613. Will point to gpt- *  MaliciousAttack
3.5-turbo-1106 starting Dec 11, . FullDisk

2023. See

A single incident information could %
contain more than 1000 tokens.

Currently points to gpt-4-0613. See 8,192 tokens Up to Sep 2021



Similar Incident Retrieval

On-call engineers refer to historical incidents — Provide examples for LLM

How to measure the similarity?

Study insight: incidents stemming from similar or identical root causes
often recur within a short period — Time locality

0.06

Most recurring incidents (93.8%)
tend to reappear within 20 days.
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Similar Incident Retrieval

* On-call engineers refer to historical incidents — Provide examples for LLM
e Study insight: incidents stemming from similar or identical root causes
often recur within a short period — Time locality

Embed incident diagnosis information and store in the database.
Measure similarity: Distance(a, b) = ||a — b||,

1
Similarit , b) = —a|T(a)-T(b)|
faStTEXt imilarity(a, b) 1+ Distance(a, b) e
Incident T(x) denotes the
Database date of the incident.
L P M
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e
Incident Summarization

Original information collected by RCASSISTANT handler: Prompt used to summarize the incident information:
DatacenterHubOutboundProxyProbe probe log result from “Please summarize the above input. Please note that the
[MachineID). _ above input is incident diagnostic information. The sum-
Total Probes: 2, Failed Probes: 2

Id Level Created Description mary results should be about 120 words, no more than

140 words, and should cover important information as
2 Error 11/21/2022 2:04:20 AM Probe result . .
> Error 1172172029  1.49.20 AM  Probe result much as possible. Just return the summary without any

Failed probe error: additional output.”
Name: No such host is known.
A WinSock error: 11001 encountered when connecting to

EOSt; “;‘JST NAME] RCASSISTANT summary result:

ount:

1000+ Exceptions: “The DatacenterHubOutboundProxyProbe has failed

tokens InformativeSocketException: No such host is known. twice on the backend machine, with both failures due
A WinSock error: 11001 encountered when connecting to to a WinSock error 11001 indicating that the host is un-
host: [HOST NAME] . . .
at TepClientFactory.Createc...) known. This error was encountered while attempting
at SimpleSmtpClient.Connect(...) to connect to the host. The error is associated with the

EOP service and has not been notified yet. The failure

Total UDP socket count: 15276 .
o context suggests the same issue. The total UDP socket

Total UDP socket count by process and processId (top

5 only): count is 15276, with the majority being used by the
14923: serviceX.exe, 203736 serviceX.exe process. The issue seems to be related to

15: w3wp.exe, 102296
8: svchost.exe, 4748
7: companyX.serviceX.Store.Worker.exe, 74060
7: companyX.serviceX.Store.Worker.exe, 87724

the SMTP connection and requires further investigation.”
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Automatic Chain-of-Thoughts Prompting

{’ """"""""""""""""""""""""""""""""""""" N
1

Context: The following description shows ... Please select the incident information that is
' most likely to have the same root cause and give your explanation ... If not, please select the

(mmmmmmmmmmmm oo . | option ‘None’.
|
| Context ! :
! Demonstration=3 , , Input: The DatacenterHubOutboundProxyProbe probe result from [BackEndMachine] is a
1 .
i Input A N failure...
F X
! Options B N Options:
|
: Lo * A: Keyword: Delivery hang. Summary: There are 62 managed threads in
I Answer C - i
, N process [MSExchangeDelivery]. The most common thread stacks
! )

/
1
|
|
|
1
|
|
|
1
|
|
|
1
|
|
|
1
|
|
|
1

are .IL_STUB_PInvoke, System.Threading.WaitHandle ...
* B: Keyword: Code regression. Summary:
The DatacenterHubOutboundProxyProbe probe from the [BackEndMachine] failed
with ...
* C: Keyword: None
Answer: ... ...




e
Evaluation Results

RCASSISTANT achieves 0.766 F1-score when predicting the root causes.

Method F1-score Average Time (seconds)
Micro Macro Train. Infer.
FastText 0.076 0.004 10.592 0.524
XGBoost 0.022 0.009 11.581 1.211
Fine-tune GPT 0.103 0.144 3192 4.262
GPT-4 Prompt 0.026 0.004 - 3.251
GPT-4 Embed. 0.257 0.122 1925 3.522
RCASSISTANT (GPT-3.5) 0.761 0.505 10.562 4.221

RCASSISTANT (GPT-4) 0.766 0.533 10.562 4.205




e
Conclusion

* We propose RCASSISTANT, an automated end-to-end solution for cloud
incident root cause analysis:

 Efficient incident-related diagnostic data collection

* Integration of a large language model to predict incident root cause
categories with explanations

* Successfully deployed in the real-world cloud systems
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